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Contents approach, it is still impossible to model the full ice crystal
in the stratosphere or the sea-salt aerosol in the troposphere.

1. Introduction 1282 Figure 1 depicts a caricature of the atmospheric system of
2. Methods 1283 interest and highlights the region where efficient molecular
2.1. Plane-Wave Approach 1284 modeling can be employed. Although there is seemingly a
2.2. Hybrid Methods 1285 large disconnect between reality and model, this review will
2.3. Boundary Conditions 1287 demonstrate that there is still much insight to be gained from
3. Spectroscopic Observables 1288 a particle-based picture.
3.1. Infrared 1288 There is a myriad of different approaches to molecular
3.2. Raman 1289 modeling that have been successfully applied to studying
3.3. X-ray 1290 the complex problems put forth by atmospheric chemists.
4. Solid-Vapor Interfaces 1290 To date, the majority of the molecular models of atmospheri-
4.1, lce 1292 cally relevant interfaces have been comprised of two genres
4.2. Nitric Acid Trihydrate 1295 of methodology. The first is based on empirical interaction
5. Liquid—Vapor Interfaces 1296 potentials. The use of an empirical_ intera(;tion poter)tial
6. Conclusions and Future Ditectons 1300 OO entils are Usualy it o reproduce bulk thermodynamic
6.1. The Treatment of Rare Events 1300 . .
7. Acknowledgments 1301 states or gas-phase spectroscopic data. Thus, without the

explicit inclusion of charge transfer, it is not at all obvious
8. References 1301 that empirical potentials can faithfully reproduce the structure
at a solid-vapor or liquid-vapor interface where charge
. rearrangement is known to occur (see section 5). One solution
1. Introduction to this problem is the empirical inclusion of polarization
The field of atmospheric science is very rich in problems effects> 8 These models are certainly an improvement but
ranging in size from the molecular to the regional and global still cannot offer insight into charge transfer processes and
scale. These problems are often extremely complex, andare usually difficult to parametrize. The other shortcoming
although the statement of a particular atmospheric scienceof empirical models is that, in general, they cannot describe
guestion may be clear, finding a single, concise computa- bond-making/breaking events, that is, chemistry. One excep-
tional approach to address this question can be daunting. Agion is the empirical valence bond (EVB) modéThis genre
a result, scientific problems that lie within the umbrella of of models has been successful in describing proton-transfer
atmospheric science usually require a multidisciplinary reactions in agueous solutions by capturing the exchange of
approach. Of particular interest to atmospheric chemists iscovalent and hydrogen bonés'? The advantage of this
the role that heterogeneous chemistry plays in the importantmodel is the relatively simple Hamiltonian that can be
processes that take place throughout the troposphere angharametrized by high-level first-principles calculations
stratosphere. The heterogeneous chemical environment insuch as MgllerPlesset perturbation theory (MP2). Further-
duced by the presence of the interface can differ dramatically more, the inclusion of quantum effects is possible and
from the corresponding gas- or condensed-phasaoge- computationally tractable, and thus EVB methods can be
neousenvironment and can give rise to novel chemisdtty.  used to study relevant system sizes. Recent formulations of
Although the importance of heterogeneous chemistry in the an EVB model also explicitly include polarization effects
atmosphere has been known for decatfes,challenge to  and thus could be useful in heterogeneous environniénts.
both experimentalists and theorists is to provide simplified A drawback of such models is that there is some amount of
models and experiments that can yield insight into the field reductionism that is present in the parametrization, often in
measurements of the atmospheric process of interest. Mo-the form of a postulated reaction coordinate. Because the
lecular modeling has been widely used to provide a particle- mechanisms of important atmospheric processes are still
based picture of atmospherically relevant interfaces to deduceunknown, the advantages of an EVB model cannot be fully
novel chemistry that is known to take place. Unfortunately, exploited. However, there are models in the same spirit of
even with the most computationally efficient particle-based the EVB models that incorporate reactivity in terms of a
simple Hamiltonian that are directly relevant to results
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Figure 1. A cartoon depicting the approximations leading to a

semi-infinite slab that need to be employed when modeling an
aerosol (depicted in aqua) via molecular modeling. Note that the
atomistic model of a water interface (oxygen in red; hydrogen in
white) of the unreplicated supercell (in blue) is considered a small
enough region to be approximately flat. This model also introduces
two free interfaces.

be discussed in this review (see section 4). Moreover, these
so-called cluster models of atmospheric reactions have a rich
literature relevant to many experimental efforts. When high-
level quantum chemistry is applied to small clusters, accurate
assignments of the rotational and vibrational spectra can be
compared to experiment and thus the ground-state structures
of atmospherically relevant moieties can be dedu€ed.
In turn, these accurate structures and spectroscopic signatures
obtained from these static calculations can be used to
parametrize accurate empirical mod&is3 The philosophy
here is that if one can capture the correct rotational and
vibrational spectroscopy of experimentally characterized
water clusters, then in principle, one should have a model
that can reproduce bulk phenomena. This approach has been
shown to yield a reasonable description of bulk liquid wéger.
Due to the limitation of space, only the first-principles
methods that can be utilized to treat the semi-infinite
interfacial system, shown in Figure 1, will be discussed. One
method that provides a compromise between accuracy and
computational efficiency is the KohtSham (KS) formula-
tion of density functional theory (DFT), which will be
discussed in section 2. Here, we will review both static and
dynamic first-principles methods that provide a direct link
to the heterogeneous chemistry that takes place in the
troposphere and stratosphere. Within the development of the
theory in section 2, we will discuss complementary ap-
proaches to the modeling of interfacial systems and the state-
of-the-art first-principles simulation protocol for ensuring
accurate results for these complicated interfacial systems.

To address novel chemistry, one has to consider an absection 3 will focus on the spectroscopic observables that

initio (to be referred to as first-principles throughout the can be directly computed from a first-principles simulation
remaining text) approach to molecular modeling that explic- and are relevant to elucidating aqueous systems. Sections 4
|t|y utilizes the ground-state electronic wave function to and 5 highlight some of the recent work on heterogeneous
compute forces for the nuclear degrees of freedom. In chemistry on solie-vapor and liquid-vapor interfaces. Last,
addition to chemistry, first-principles modeling can also iy section 6, new methodological developments will be
provide a direct link to spectroscopic data (see section 3), previewed that will hopefully lead the reader to conclude

but at a large computational cost. The bottleneck associatedhat large-scale first-principles modeling of heterogeneous
with first-principles modeling is usually determined by the processes has a bright future.

level of electronic structure theory used to study a particular

problem. High-level first-principles approaches, such as MP2, 2. Methods

provide an accurate representation of the wave function but™

are only computationally tractable when applied to small  Although there is no strict simulation protocol for the study
system sizes (i.e., tens of atom3Nevertheless, this type  of heterogeneous systems using first-principles modeling, to
of modeling has been extremely useful in deducing reaction obtain experimentally relevant results, there must be a fusion
mechanisms of atmospherically relevant chemistry that will of two components, namely, a fast electronic structure



1284 Chemical Reviews, 2006, Vol. 106, No. 4 Mundy and Kuo

methodology and an efficient sampling scheme. Both of the can have adverse affects on the trajectory if not properly
aforementioned attributes have been incorporated within themonitored®~3* The protocol for choosing; and its effect
Car—Parrinello approach (CPto first-principles molecular ~ on observables has been known for a de€aaied recently
dynamics (MD). The electronic structure framework of the revisited3!32.34
KS formulation of DFT (KS-DFT) provides the basis for Although bulk condensed phase simulation using first-
the majority of modern applications to first-principles mo- principles MD simulation is a mature field, the use of the
lecular dynamicg> 28 The confluence of an orbital-based aforementioned methodology can be challenging when
treatment of the kinetic energy with pure density functional applied to interfacial systems. In general, one needs larger
theory>2provides unprecedented computational efficiency system sizes to model interfacial systems. In sections 2.1
over more traditional perturbative methods at the expenseand 2.2, we will review two efficient implementations of
of accuracyt® Thus, it has been feasible to study bulk the electronic structure problem that allow one to perform
materials from first principles for the last four decades. The large-scale studies of interfaces. The first is the standard
earliest first-principles MD simulations were performed by plane-wave formulation of density functional theory as it is
guenching the electronic structure to the Be@ppenheimer  implemented in the CPMD packaée®® The other is a hybrid
(BO) surface at every MD step. The subsequent forces onmethod that takes advantages of both the plane-wave and
the ions are a sum of those computed via the Hellmann real-space approaches to density functional théofs.
Feynman theorem and, in some cases, Pulay féfé&%his Although there are other real-space methods present in the
method of quenching the wave function at every step of a literature3® 4 at present only the methods reviewed in
MD simulation is known as BO MD. Although BO MD is  sections 2.1 and 2.2 have been directly used for large
extremely efficient for solids, where the atoms are not applications relevant to aqueous systems and atmospheric
significantly diffusing, simulations of liquids via first- science. For this reason, the scaling behavior of the plane-
principles MD was in need of a more efficient sampling wave and Gaussian and plane-wave (GPW) hybrid scheme
scheme for the electronic degrees of freedom. Furthermore,is discussed in detail and compared (see section 5) in such
even with the best wave function optimization schemes, onea way that the reader can make practical choices regarding
is not able to efficiently converge to machine precision, thus system size and simulation protocol given the available
giving rise to an unwanted drift in the conserved quarifity. computational resources. Furthermore, all methods presented
To cut down on computational cost and increase efficiency here are well tested and have source codes that are freely
and stability of first-principles MD simulation, Car and available on the Interné¢:81t is hoped that this review will
Parrinello introduced a fictitious dynamics for the electronic inspire more results and benchmarks of other first-principles
degrees of freedom to facilitate on-the-fly computation of methods as applied to the computationally demanding
the electronic structur¥. systems that are discussed in this review. Finally, in section
This on-the-fly sampling of the electronic degrees of 2.3, we will review the state-of-the-art methods in applying
freedom is a natural consequence of using an extendedthe proper boundary conditions necessary to treat interfacial
Lagrangian that takes advantage of the time-scale separatiorsystems.
between the nuclear and electronic degrees of freedom. Thus,

the CP extended Lagrangian can be writtetf-#s 2.1. Plane-Wave Approach
Lop = S MR+ 4 11011, )~y |H.| W, )+ constraints ) The KS-DFT as implemented within the framework of
7 iy o CP-MD (and the software package CPRAEH uses a plane-

wave basis set to describe both the wave function and density.
Here, the potential energy is computed from the electronic !N the simplest form, the KohnSham energy functional can
Hamiltonian,He, which will be defined in section 2.1. The P€ written as

total wave function,Wo, is composed of single-particle B

orbitals,yi; M, andR, denote the mass and position of the Exs = Eunl¥i] + Eedn(r)] + Exc[n(r)] 3)

Ith ion with the addition of constraints to enforce orthonor-

mality. Kinetic energy for the one-particle orbitals is Here,

introduced with fictitious masg;. The equations of motion

i 1
derived fromLcp become o = — : f ar ‘/Jivzwi
Mljéz(t):—ﬂ%(‘l’o |He“l"0>+constraints ZIZJ
@ EES: EH o Zf dr Vlcore(r)n(r) + ZJ—

=R, — R,

uy, ()= —%(‘{’0 |H,|W,) + constraints
s , NN

For clarity, the explicit orthonormality constraints are EH:fdr dr r—r'
excluded. The choice of an appropriate fictitious mass,
will ensure that there is adiabatic separation between the n(r) = lepilz 4
nuclear and the fictitious electronic degrees of freedbff. i
The simultaneous integration of the above equations of ) ) o
motion will ensure proper sampling of the electronic de- where,n is the electronic densityZ is the nuclear charge,
grees of freedom and a faithful representation of the nu- Ri denotes thelth nuclear coordinate, ani,. is the
clear forces. Because one is no longer dependent on thepotential due to the core electrosin practice, V., is
convergence of the wave function to machine precision, a treated within the pseudopotential (PP) approximatbofy.
stable, energy-conserving MD simulation is obtaif&¥.It Last, the functional form of the exact exchangm®rrelation
should be pointed out that the choice of fictitious mass  (XC) operator, Exc, is unknown. The first type of ap-
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proximation used to compute the XC energy is based the

local density approximation (LDA),

Exd [n(N] = [ex (n(r)n(r) dr (5)

Here,exc(n(r)) is the XC energy per particle interacting with
a uniform electron ga%. Although XC using LDA has been
shown to give useful results for some chemical applications,
a more commonly used approximation to compute the XC
is called the generalized gradient approximation (GGA)
where

Exe IN(N] = [exa (n(r),vn(r)) dr (6)

In this formulation, theze" is now dependent on both the
density and the gradient of the density, giving a hint of
nonlocal character. Some popular GGA functionals that
may be referred to in this review are BLYP?® PBE>®
HCTCH?2! TPSS$? and OLYP®2 In addition, there are now
hybrid XC functionals such as B3LY®, PBEO®® and

X3LYP,5%6 which contains the exact exchange term present

in HE.57
Although a variety of basis sets can be used within the
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1
— §v2 + V(1)
Vis(r) = Vi + Ve
Nio(r)
r—r'"

HKS -

VH = f dr’ ntot(r) =n(r) + ncore(r)

Ve = on(r)

(10)

where we assume that the external potential is only due to
the bare nuclear charges. There are three main components
of a plane-wave calculation: the computationncdind Vs

and the application d¥xs to the single-particle orbitalgy;.

In practice, the calculation of the total energy is done in real
space, namely,

Exs = f dr Vis(r)n(r)

The computation of the density from the orbitals in reciprocal
space €g) require Neuaes fast-Fourier transforms (FFT).
Each FFT scales a®(Ngid 10g Ngig), Where Ngig de-
notes the number of real-space grid pof§t3he calcula-
tion of Vks in real space requires the calculation\6&(r)

(11)

CP-MD approach, the systems of interest to early usersand Vu(r). Vxc(r) is constructed directly in real space,

and developers of CP-MD method were those of periodic

whereasv/u(r) is computed via the reciprocal-space density,

condensed-phase systems. Thus, the use of the translatioms(G)/G2 = V4(G) followed by a single FFT. The application

ally invariant plane-wave expansion is ideal with no basis
set superposition error (BSSE) introduced. The plane-
wave expansion for the single-particle orbitals takes on
the form

1 ,
¥i(r) =—) ¢c expliGer]
2

(7)

whereV is the volume of the periodic supercety is the
reciprocal-space coefficient to be optimized, g&ds the
reciprocal lattice vector. Thus, the electronic densilfy,)
becomes

n(r) = iZn(G) expliG-r]
V

nG) =% ZciG,,G*ciG,

Here the %" denotes complex conjugation. Given the
definition of the orbitals and the density in the plane-wave
basis, we are now able to discuss the efficiency of the
computational strategy in compultirkks.

(8)

of Vks(r) on y; requires two FFTs for each state. The first
transformscg to 1, followed by the application o¥/ks(r)
and transformation back to the nesy where the calcula-
tion is repeated until self-consistency is achieved.

It should be clear from the above analysis that although
the CPMD package is quite efficient, the algorithm necessary
to perform an optimization of the wave function does not
scale linearly with the number of states or real-space grid
points (i.e., volume) and could be problematic for systems
containing large amounts of free volume (see Figure 1). As
we will find in sections 4 and 5, it is still possible to simulate
physically relevant interfacial models with varying degrees
of computational resources.

2.2. Hybrid Methods

As alluded to in section 2.1, the use of a plane-wave basis
set in conjunction with FFT has made CP-MD simulations
of systems Nawom < 100) routine on modest computational
resources. Unfortunately, systems of interest in this review,
such as the simulation of an interface, or even a simple
peptide requires much larger system sizZ¥g.f > 1000),
and applications of a plane-wave-based CP-MD method
become impractical without state-of-the-art capability com-
puting resources (see http://www.top500.0rg).

In light of this, the new hybrid methods based on using a

To obtain the ground-state orbitals and density, we solve mixed basis such as the Gaussian and plane-wave (GPW)
the self-consistent field (SCF) problem by zeroing the and the Gaussian and augmented plane-wave (GAPW)
variations ofExs with respect to the set of single-particle approaches are emerging and look to be very prom-
orbitals,y;, namely, ising 32875961 The aforementioned methods comprise the

QUICKSTEP module in the software suite CP#n these

O0Eys hybrid approaches, atom-centered Gaussian-type orbitals
~ — Pks¥i 9) (GTO) are used to describe the orbitals, while plane waves
OY; (PW) are used as an auxiliary basis set to describe the

electronic density. Within the context of the GPW method,
the PW expansion and its electronic density representation
(denotech™(r) in this section) is similar to those discussed

where the connection to eq 1 is established with—= Hs.
Here,Hks is given by
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in section 2.1. The electronic density, as described by GTO, HE 1 drdr’ | .
can be written as E=-— ZZf =1 Y ywir)y )y (')
1] -
n®To(r) = > P, (N, (1) (12)  Herei andj denote the state index and the’ ‘fepresents
uv

complex conjugation. The efficient implementation of the

] . ] HF exchange has been outlined in the literature for both real-
where yi(r) = 3.Ci¢,(r) are the single-particle orbitals  and reciprocal-space basis s&t$?
expanded using primitive Gaussiap),(r), variational coef- Because the majority of this review deals with the
ficients,c,, and the density matrib® = ¥ ic,C;;. The flow KS-DFT solution to the electronic structure problem, it is
of the GPW calculation is similar to that outlined in section only fair to discuss the limitations of some of the more
2.1, namely, the calculation ofandVs and the application  popular density functionals in the plane-wave formulation
of Vs to the single-particle orbitaf.The differences liein  as compared to standard basis set methods for the water
the details of the calculations. Because we have a real-spacelimer (a judicious choice for this review). The results are
representation of the single-particle orbitgig(r), the density tabulated in Table 1, where the plane-wave results are taken
can be constructed directly in real space by an efficient
collocation of the primitive Gaussiaf&Thus, the calculation ~ Table 1. Structural Parameters (Distances in pm, Angles in deg)
of n°T9(r) can be made strictlyO(Nswe). The calculation _Ia_ggol?;gndlng Energies Ep |r; kcal/mol) for the Water Dimer by

. . . . . va and Co-workers®

of the Vks(r) is identical to that discussed in section 2.1.

Because of the choice of plane waves for the auxiliary basis plane-waves 6-3H+G(3df,2p)
set, one can construat®™(r) with a single FFT from functional r(00) o(OHO) E, r(O0) a(OHO) B
nSTo(r), and one proceeds t.(r) in an identical fashion | pa 2729 1681 861 2713 168.3 8.85(0.44)

as that outlined in section 2.1. Thus, the use of a plane- BLYP 297.6 176.6 4.34 296.6 171.8 4.17

wave auxiliary basis facilitates ayiq 10g Ngia cOmputation XLYP 293.0 171.6 457 2953 1735 4.42(0.30)
of E4 in eq 4 avoiding the unfavorable scaling of the FBE 2937 1772 456 2889 172.0 4.92(0.33)
multicenter integrals by a direct computation in real space ggffp Zzggff 11774753 446331 229839'25 117745'11 4.53(0.29)
usingg,(r). The construction of the XC potential inthe GPW  x3yp 2933 1719 496 2908 1717 4.97
approach is identical to the plane-wave implementation in HF 303.7 1751 3.65 303.2 1747 3.71(0.22)
section 2.1. Finally, the KS matrix is calculated directly in  best 2912 1745 5.02

real space using an efficient algorithm that takes advantagefirst-

of a compact representation @f(r) and scales a8(Nsze).&° principles

The compact representation @f(r) previously alluded to 2 Binding energies for Gaussian basis set calculations are counter-
also ensures that the KS matrix is sparse, and its diagonal-P°ise corrected. The correction energy is given in parentheses.
ization and subsequent application ¢q(r) can also be

performed efficiently?® Thus, it is clear that the GPW method from the current literaturé® As one can see, with the
has the potential to perform calculations of large systems exception of LDA and HF, all methods give comparable
with remarkable efficiency. Having said that, there are some results. However, a more useful comparison would be to ex-
drawbacks to the method that should be briefly men- amine the performance of density functionals for the structure
tioned. First, the quality of a plane-wave calculation is of water in the condensed ph28€&°Figure 2 shows the radial
controlled by a single variable, namely, the reciprocal-space
cutoff for the plane-wave expansidBe. The GPW calcula-
tion will depend on the quality of the basis (thus significant
knowledge of traditional electronic structure calculations such
as inclusion of split valence scheme or polarization func- 2r
tion%’), as well as the reciprocal-space cutoff for the plane- I
wave expansion of the density. Unfortunately, with the ,
presence of atom-centered basis functions, we will introduce iIs
basis set superposition errors (BSSETlhe BSSE arises I
because of the dependence of the basis set on atomic posi- I
tions. This gives arise to a nonuniform spatial variational 0 L
flexibility that artificially lowers the energy. The effect of r(A)
the BSSE on the condensed-phase environment has yet tgjgure 2. Comparison of oxygenoxygen radial distribution
be fully understood. The performance of the methods outlined functions between an empirically fitted water model (TIP¥4Pand
in this section applied to systems relevant to this review will a KS-DFT based water using the B3L¥P* exchange and
be discussed in section 5. correlation functional with a modified short ranged Hartr€®ck

exchange term implemented within the plane-wave framework b
It should be noted that not all of the methods that are TodorOS’a et afd P P Y

utilized in this review are based on the efficient solution of

the KS-DFT. Periodic HartreeFock (HF) software is also  distribution function obtained by HF as compared to a well
available publicly and has been used to successfully treataccepted empirical parametrization of liquid water (TIP4P).
interfacial systems using an automated geometry optimizationlt is clear from this result, as foreshadowed in Table 1, that
but excludes the finite temperature MBS The main pure HF is quite unsatisfactory when put to the test of finite
difference between a periodic HF implementation and the temperature MD. Results in Figure 3 also show the perfor-
GPW is twofold. First, the treatment of the electrostatics is mance of three exact exchange functionals, all of which give
usually performed in real space. Second, the XC functional more satisfactory performance. Similar results have been
is replaced with the HF exchange given by obtained from a mixed quantum mechanics/molecular me-

o
< T T T

— TIP4P
—— Hartree-Fock |

[-P (]




First-Principles Approaches Chemical Reviews, 2006, Vol. 106, No. 4 1287

3 T T T 0.08

AE [Hartree]
S o
28
rTrrrrrrrg

&?

l

|

1

|

|

|

|

|

|

I 3

|
1 1

EO | 1 1 1 | 1 1 1 1 1 1 '
& | _ 0,08_— ]
i % ooif 64 H,0 J
| £ 0op .
300! E
0.08 = 1 1 1 1 1 1 1 1 1 1 '
0 : 05 1 15 2
1 2 rtsA) 4 5 (L-A)/A
Figure 3. Comparison of oxygeroxygen radial distribution Figure 5. Energy convergence as a function of the supercell size
functions adapted from the work of Todorova ef&bf TIP4P in the z direction (). The solid line represents the use of the 2D
and three popular exchange and correlation functionals that includePoundary condition, while the dashed line represents the use of
a modified short ranged Hartre€ock exchange. the 3D boundary conditior”). Film thicknesses are 9.86 and 19.72

A for 32 and 64 molecules, respectively. For the 2D boundary

: . condition, convergence is guaranteed whén—{ A)/A = 1.0,
chanics (QM/MM) approach. In this study, the quantum whereas when the 3D boundary condition is used, the amount of

mechanical region consisted of either one or two solvation yacuum necessary to reach convergence depends on the system.
shells of HF, B3LYP, and MP2 water. Both studies indicate

that pure HF theory applied to the liquid phase does not yield atoms, and thus there is no additional cost due to the

a satisfactory structur@:%° increasing the number of basis functions. However, in the
- formulation outlined in section 2.2, one still computes the
2.3. Boundary Conditions electronic densityn®(r), in the plane-wave basis, which

will scale linearly with the volumeQ(V). Whereas, in the
lane-wave approach, the density is computed Nd@tes
FTs, all of which scale a3(V), giving an overallO(Nsated)
scaling to compute the density in the presence of vacuum.
The take-home message of this analysis is that in periodic
I | formulations of KS-DFT using the hybrid method presented
in section 2.2 or plane-wave approach, the cost of vacuum
I V4 is O(V) andO(Nswted), respectively. Thus, to save on compu-

One approach to simulating an interfacial system is to set
up the system in slab geometry where the interface occupiesg
the central portion of the supercell (see Figure 4). If one is

|
|

tational cost and, more importantly, to perform a sound simu-

” lation representing the slab geometry (see Figure 1), a 2D-
implementation of the long-range interactions should be used.
Fortunately, there are many decoupling schemes that can

I
I

- —

| | be used, and all of them have roughly the same computational
expens€l~73 All are, in principle, exact and only differ in

Figure 4. The central unreplicated supercell is depicted in red and the details of the implementation. For this review, we will
contains the original interface with its two free surfaces, in black. focus on the analytical decoupling schemes based on the
Periodically replicated images of the interface are denoted in gray. griginal method of Martytna and Tuckerman, which we

] ) ] ) ) ] believe yields the most insight into the problem of decoupling
dealing only with short-range interaction potentials (i.e., periodic imaged®7+7% Any formulation of computing the
(perpendicular to the interface) such that the two free surfaces

are outside the potential energy cutoff is sufficient to achieve 1 , , ,

a true 2D slab geometry. When one decides to employ long- Er= Ej;/ dr j;n spacedr n(rn(r)@(r —r’) (13)
range potentials, which are commonplace in the simulation

of aqueous systems (i.e., electrostatic potentials), one has tovhere®(r — r') denotes the potential energy functién.
approach the situation with caution. It's clear from Figure  To illustrate the method, we will first compute the fully
4, in the presence of electrostatics, if the two free interfaces decoupled potential for the so-called cluster boundary
are not sufficiently far apart they could interact. Practically conditions, that is, isolated system using an analytical
speaking, for MD simulations utilizing classical empirical approach? For the case of an isolated cluster, the potential
potentials with point charges, the computational efficiency can be written

of the smooth particle-mesh ewald sum is efficient enough

that one can include enough vacuum in theirection to O(r) = {1/f, r=re (14)
again effectively reduce the problem to a 2D slab geonfetry 0, rzrg

(see Figure 5). For first-principles approaches, in particular o . .

within the plane-wave formulation of KS-DFT, simply Here,rcis given byA <r. < L — A as depicted in Figure
adding 100 A of vacuum will render any problem compu- 6. Using the common form of the reciprocal space density,
tationally intractable. Because the plane-wave basis set gives 1

an equal representation over the Wh(_)le supercell regardl_ess n(r) = _Z exp(G-r)n(G) (15)

of the position of the nuclei (see section 2.1), the basis will \V;

fill the entire supercell increasing the number of plane waves

as the volumeV (i.e, O(V)). In the hybrid approach we obtain a final expression for the long range (LR) energy
discussed in section 2.2, basis functions are centered orfunctional,
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Figure 6. The isolated cluster (cube) and its periodic replication.
The central charge density is represented in black, and the first
two images to left and right are represented in gtagndA are
defined in Figure 5.

Z exp(G-r) [

dr’ Z exp(G':r') ®(r — r')n(G)n(G") (16)

L > 2|
A

1
——Zj;/dr

2V

ELR

The screened potential for an isolated system (complete
decoupling of all images) is given by

o°(G) = j;,<rc dr' exp(G-r) % = g[l — cos(Gr,)]

17

This is distinct from the fully periodic 3D potential, which
has the usual form of 4G?.

For the case of 2D, we will derive an appropriate screening
potential to be added to the full 3D potentialy/G2. To
proceed, we define thedimension of the central supercell
to range fromz = —CJ/2 to C/2. We then compute the
electrostatic contribution from outside of the central supercell
to obtain the screening function (see Figure 4). Thus, we
are left with the following expression in analogy with eq
17:

cI)ZD

scree

(G)=— [ dr expGG-r)% (18)

Here “slab” denotes the region outside of the central
supercell. We adopt cylindrical coordinatest, and@, where
the reciprocal-space vector takes the following for@:=

(g cosh, g sin B, g;). Thus, we have

P ieekC)

= -2/, dzexp(g,2) ﬁ)zn do [ r dr

exp(gr cosé) S
Z+r?
1

V24 r?

2 [, dzcos@2) [ 2 dr Jo(ar)

o 1
47 [, dz cos,2) g exp(—g2

_Gif exp(—gCl2) |cos@,Cr2) — %Zsin(gZC/Z) (19)

Using the definition of the reciprocal vector in an ortho-
rhombic box, namelyg, = n(27/C), we obtain a final
expression of the 2D screening functiéf®

Mundy and Kuo

47, .\n
o (—1)* exp(-9C/2)

CI)ZD

scree

{G) = (20)

Similar formulations of 2D boundary conditions have been
utilized with succes$}" and use of eq 20 to study aque-
ous liquid—vapor interfaces will be discussed in detail in
section 5.

3. Spectroscopic Observables

Though the cost of using a first-principles interaction
potential to study heterogeneous systems can be prohibitive,
there is direct access to the spectroscopic observables and
reactivity. In particular, the use of first-principles interaction
potentials in periodic systems can make direct contact with
infrared, Raman, and X-ray absorption experiments. In
section 3.1, we will discuss the computation of infrared
spectra from first-principles MD in the condensed phase,
followed by the computation of Raman spectra using linear
response theory in section 3.2. Last, we will give an overview
of recent developments in the computation of X-ray absorp-
tion (XAS) in agueous systems in section 3.3.

Since we are discussing interfacial systems, an experi-
mental technique often used that takes advantage of the
inherent anisotropy produced by the interface is the sum
frequency generation (SFG) technique. The formal theoretical
framework for the computation of SFG spectra is well
developed® 7 However at present, the computational cost
to compute SFG spectra within a first-principles MD simu-
lation is not computationally feasible.

3.1. Infrared

Infrared (IR) spectroscopy is generally one of the most
readily available spectroscopic tools. In the case of water,
IR absorption reveals the underlying dynamics of water
through its vibrations and bending, as well as intermolecular
modes such as librations. As a result, the ability to theoreti-
cally compute the IR absorption of any simulated systems
is ideal in helping the experimentalist interpret data with
atomistic detail.

There is extensive literature on the computation of IR
absorption using empirical force fields. Unfortunately, most
of these methods suffer from uncertainty in the calculation
of the electronic dipole, which is necessary to directly
compute the intensity of the IR absorption. Unlike MD
simulations utilizing classical empirical potentials, first-
principles simulations should not suffer from this problem
because the electric dipole moment is, in principle, available
in any electronic structure calculation. The IR absorption
coefficient,a(w), can be calculated as

4w tanhBhw/2)
3han(w)cV

a(w) = S dte™ m(1)-M(0)D (21)

where the use of classical nuclei is taken into account by
the factor of tanhfhw/2), n(w) is the refractive index, and

M is the dipole momeri Other more accurate forms for
guantum corrections have been recently suggéest@tie
autocorrelation function for the total electronic contribution
(ionic and electronic);M (t)-M (0)C]l can be computed directly
from a first-principles simulation. One of the main problems
with the computation of the electronic dipole moment is the
inability to precisely define the position operator in a periodic
system. A clever solution was found to this problem by
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Figure 7. The computed IR absorption spectrum of® Solid line represents the computed IR spectrum, while dashed lines represent
power spectra obtained from the correlation function of a specific nuclear degree of freedom only. Reprint&hé&minal Physics
Letters Vol. 277, Issue 56, P. Silvestrelli, M. Bernasconi, and M. Parrinello, Ab initio infrared spectrum of liquid water, page 478,
Copyright 1997, with permission from Elsevier.

utilizing the so-called Berry’s phase approach and computing where [l..[] denotes the expectation value of the position
the object?83 operator with respect to thigh. The expectation value of
the position of the WF, and hence its center, is given by
Snn = |Ey)mlexp(_GoLr)W)nl:l

277~
@(Gy) = ImIn detS (22) fa =T S
for reciprocal lattice vecto®,. In the Berry’s phase picture, S =, UlexpG,r) Uy, 0 (25)
the electronic dipole moment is computed as
5 where theU is the unitary transformation that minimizes
MZ‘ :ﬂ(p(@,a) (23) the total spready;Q; (we also assume that we are in a
Gl cubic simulation cell such thds, = 27/L). The WF cen-

. . ) ] ters and functions are shown for a single water molecule in
Further theoretical and technical details of this procedure Figyre 8.

can be found elsewhef&8?

In Figure 7, a computed IR absorption spectrum utilizing
KS-DFT for D,O is shown where the electronic polarization
was explicitly deduced from eq 28.t was found that the
method was able to reproduce the major features of the liquid
D,O spectrum when compared to experimental data, espe-
cially in the high-frequency regime. For the low-frequency
regime associated with librational modes, it was found that
a quantum correction scheme is necessary. This correction
leads to identification of specific modes associated with
antisymmetric hydrogen bonding stretching that would
otherwise not have be possible to identify through the
computation of a power spectruih.

Although IR absorption is highly useful in elucidating
dynamical behavior for both intramolecular and intermo-

lecular inte_ractions, the proble_m in us_ing eq 23 to compute Figure 8. WF centroids (green spheres) of an isolated water
IR adsorption for the study of interfacial systems is that eq molecule (oxygen is red: hydrogens are gray). Note that the two
23 is based on the total dipole moment and thus surfacebond-centered centroids and lone-pair centroids form a tetrahedron
effects may be washed out. Fortunately, first-principles and each carry chargee2

simulation also affords a local picture of the system dipole

moment. A good approximation to the IR spectra is based 3.2. Raman

on the computation of the charge centers of the molecule.
Assuming that these charge centers carry the full electronic
charge, and a known nuclear charge, we can compute th
dipole moment for each individual molecule and use eq 21
with M = 3M™, whereM™ is the dipole moment of the
ith molecule. In practice, this partitioning of the charges is
done through the maximally localized Wannier functions

Unfortunately, IR spectroscopy cannot always capture
dynamical modes for all molecular systems. In particular,
R spectroscopy can only probe active modes where there
is a change in molecular dipole. For Raman spectroscopy,
the allowed transitions are those where the polarizability of
a molecule changes, thus making IR and Raman spectroscopy

(WFs). The determination of the WFs is based on the Berry's complementary techniques. From first-principles MD simula-

- tion, it is possible to directly compute the Raman spectra
phase approach outlined above. The WFs procedure can B&yithin the Berry’s phase scheme by computing the Fourier

boiled dhown to findin% a urr:itar%/. t;;f\;formation that mini- - yansform of the autocorrelation for the dynamic polarization
mizes the spread;, of each orbit tensor,d(t), within the variational density functional per-

o turbation theony® The polarizability tensor can be computed
Q; =00~ miﬁ (24) numerically as
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9E compute XAS from first-principles MD simulation will be
a,,(t) = 5E O (26) of unique interest to experimentalist in helping to decipher
we spectra from XAS.

Unlike IR and Raman spectroscopy discussed in sections
3.1and 3.2 that can be computed utilizing classical models
for the dipole and polarizability, XAS relies on some level
of quantum theory to make contact with experimental spectra.
97 The oscillator strengths in XAS can be written as

s = gAEiHEJUi”WfD]Z (29)

N o —iwt -
hiso(@) = Ef—oo dte ™ @O} (27)  Here, the subscripts i and f denote initial and final states,
respectively. The quantum chemical analysis that is necessary
and the anisotropic piece is for the computation of the XAS spectra for aqueous systems
N 1 has been employed in conjunction with configurations
_ N e —iot L — 3B generated from MD utilizing classical empirical interaction
'anisol®) Zﬂf ~ dte T HAOXAOID (28) potentials?®® These calculations indicate that there is a large
. e ) sensitivity of the computed XAS spectra to the distinct
and the total intensity i) = liso(w) + Y3l aniso(w).* Like hydrogen-bonding configurations present in liquid wéfer.
the simulated IR spectra, the calculation of Raman spec- However, this type of analysis is vulnerable to the
troscopy from first principles simulation is a powerful tool gigterences in the classical force field from the quantum
that can compliment experiments giving a particle-based chemical model. Thus, a fully self-consistent first-principles
picture to a specific spectroscopic signature. __treatment is preferable, if not imperative. It has recently been
The above methodology has been appl_led to thg generationspowii® that one can compute the XAS spectra of liquid
of a Raman spectrum for high-pressure ice. In Figure 9, theyater within the transition potential approach of DIPF101

The XAS spectrum is obtained from analysis of a single wave

throughout the simulatioff. Quantum effects can also be
incorporated if classical nuclei are used by multiplying by
the factor [1— exp(—hw/(ksT))/2].°° But more specifically,

the polarizability tensor can be separated into isotropic and
anisotropic contributions, where the isotropic contribution
to the Raman spectra is

Exp. Theo.

. e function where the core level has half an electron removed
297K 300 K 1sap (1s+2282pM. It is known that the use of a half-occupied core

128 GFa

hole (HCH) takes care of relaxation effects up to second
order!%? Cavalleri et al. have implemented this scheme in
CPMD within the PP approximatioti. Although similar
calculations have been performed within the CP-MD frame-
work, differences in implementation have been focused
around the reconstruction of the all-electron wave function
from the pseudo-wave function of the final state for use in
the transition probability and the use of fully occupied core
hole (FCH) in the spectrum calculatiot8:1° The dipole
selection rule for the specific case of aqueous systems implies
L = . that transitions from a 1s core level will be sensitive to the
" Raman Shift (cm ') local p-character of the valence wave functid@iven this,
Cavalleri et al. determined that for first-row elements (such
Figure 9. Experimental (left) and computed (right) Raman spectra as oxygen) the pseudo-p-character in the valence wave
for high-pressure ic#.%2 Reprinted figure with permission from  fynction is very close to the all-electron countergait.was

A. Putrino and M. ParrinelloPhysical Reiew Letters Vol. 88, found that the difference in oscillator strengths for a variet
No. 176401. Copyright 2002 by the American Physical Society. of clusters using pseudo- and aII—eIectrgn valence wa\)//e

general agreement between experiment and theory is remarkfunctions is negligibl€® Moreover, a recent study by
able®92 The true advantage of being able to compute the Cavalleri et al also examines the effects of the HCH and
Raman spectrum from a particle based method is the ability FCH protocols on the outcome of the spectra calculaffon.

to look for individual contributions to the Raman spectrum Here it is argued that the use of a FCH can lead to results
and identify distinct intramolecular modes that would other- that are not consistent with experiméfit. _

wise been difficult elucidate through experiments. Such is  In practice, the method employed by Cavalleri et al. does
the case for high-pressure ice where it is predicted that icereproduce all the qualitative features of experimental XAS
X is symmetric and ice VIl is a proton disordered sysfém. Spectra for bulk ice {l) and is in agreement with more

In the case of the icevapor interface (see section 4.1), such €stablished all-electron calculatiotfsFigure 10 depicts a

an analysis technique will be highly useful and relevant.  typical spectrum for liquid water as obtained from Cavalleri
et al® using the plane-wave approach as discussed in section

3.3. X-ray 2.1. The ability to compute XAS in condensed-phase
) . ) environments will allow a better understanding of the very
Although X-ray absorption spectra (XAS) is a widely sensitive intermolecular interactions that play a vital role in
used technique in surface science, its utility in elucidating the structure and chemistry at the surface.
new insights into the structure of soft materials (including
liquid—vapor and solie-vapor interfaces) is in its infancy. o
In particular, recent XAS experiments on water have 4. Solid =Vapor Interfaces
challenged the conventional view of the structure of both ~ As was alluded to in section 1, large-scale first-principles
bulk®324 and interfacial wate?>% Therefore, the ability to  modeling is in its infancy with regards to finding solutions

Raman Intensities (arb. units)
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O(1s) XA Spectra - CPMD concomitant chemistri?14.108176 Measurements have char-

? - acterized the uptake of HCI on well-characterized ice films
(prototypical type Il PSCs) with results ranging fromx2
10%to 4 x 10" molecules/crhunder conditions approaching
a PSCL23149-151 A yariety of experiments indicate that ionic

Z| 128/1cH hydrates of HCI on ice films form at monolayer coverage

g (e_g_, 1 x 1015 mOIecuIes/cr’?‘).132*133'136’13”43’147*148’152’153

8 Conversely, experiments at submonolayer coverage suggest

& Japeny that molecular HCI is absorbed on the surface; however

§ experiments are difficult to conduct and interpret within the

- conditions approaching a PSC, thus motivating the use of
molecular simulatio3+135137.154156 Attempts to understand

oy IcH and verify the above mechanisms have been addressed with

large simulations based on classical empirical interaction
potentials, reactive empirical interaction potentials, and first-
principles interaction potentials in conjunction with smaller
Figure 10. X-ray absorption spectrum of water generated using cluster model|d16.124-131,139-141,144,157167 However, there is
CPMD. This figure shows the agreement of the calculated spectragp, emerging class of studies using first-principles interaction

using 64 and 128 waters in a supercell. The bottom spectrum is ; et P
obtained by generating a single core hole (CH), the top spectrum potentials of the more realistic semi-infinite surface based

uses the same configuration as the 64-water supercell (only repli- " methods outlined in sections 2.1 and 221
cated) also generating a single CH, and the middle spectrum is  The idea of using a semi-infinite slab geometry to model
generated utilizing the same 128 water configuration but also simul- the reactive interfaces is not done solely for the sake of

taneously generating the CH of the equivalent water molecule, thus . .
indicating that finite size effects as well as interaction of neighboring vanity. It has long been known that surfaces of many solids

CH do not significantly alter the spectra. Reprinted figure with €an be disordered below the freezing point of the bulk
permission from M. Cavalleri, M. Odelius, A. Nilsson, and L. G. liquid.*®8 For example, there is speculation that the surfaces
M. Petterssonjournal of Chemical Physic¥ol. 121, page 10065.  of type Il PSCs may be disordered (quasi-liquid) and can
Copyright 2004 by the American Institute of Physics. lead to the enhancement of the uptake of Ff€Naturally,

this can only be modeled with a semi-infinite geometry
depicted in Figure 1. The propensity, if not the existence, of
the so-called quasi-liquid layer to aid in sequestering
Thlorinated compounds, as well as NByproducts, is not
understood:*11112114Although experimentalists have pro-
“duced a picture where surface ice is distinct from bulk, the
temperature of this surface disordering effect is difficult to
pin down due to its sensitivity to thermodynamic conditions
(e.g., pressure) and impurities as well as the dependence on
the different spectroscopic prob&g158.161.162,17l76 Thys the

535 539 543
Photon Energy (eV)

to the myriad of fundamental questions in atmospheric sci-
ence. However, given that first-principles calculations of het-
erogeneous systems require sizable computational resource
it has not stopped researchers from making significant pro-
gress toward understanding important atmospheric pro
cessed’ 117 One instance where first-principles calculations
have made significant progress toward understanding prob-
lems in atmospheric science is in the field of ozone depletion.
In particular, the role of solidvapor interfaces in the deple-
on of Avic and Antarcc 070ne i of ATICURT TSS9 s of rsprnoils siuadon techriaues may prode e
dom is that chlorinated compounds such as HCIl and CIONO insights into this difficult b_Ut |mpqrtant p.rob.lem..
are sequestered in polar stratospheric clouds (PSE&} The role of type | PSCs in chlorine activation is currently
There are two predominant PSCs: the first (called type ) is less understood than that of type II. It is known from
thought to comprise nitric acid trihydrate (NAT); the second experiments that the efficiency of ) production on NAT
(type 11 is ordinary icé18-122 Moreover, it has been experi- IS strongly correlated with humidity and that production is
mentally verified that ice can act as a catalyst to reduce theat a greatly reduced rate than the corresponding rate on type
barrier of reactivity to otherwise unreactive chlorinated gas- Il PSCs’” Thus for a specific set of conditions there can be
phase species (e.g., HCI, HOCI, and CION&? Thus, it is “H,0-rich” or “HNOgs-rich” NAT yielding very different
heterogeneous chemistry that will give rise to the production catalytic behaviot!317” Experiments on the uptake of HCI
of the activated G[(g) via the proposed set of reactions. on NAT have also been performed on surfaces resembling
something between “D-rich” and “HNOs-rich” NAT
Psc yielding coverages similar to those measured on well-
CIONOAg) + HO(s)~ HOCI(g,ads)* HNO3(a(d3sg) prepared ice surfacé®5!However, experiments performed
on the uptake of HCI on “HN@rich” NAT indicate coverage
HOCI(ads)+ HCI(ads)EC’ Cl(g)+H,0 (31) about an order of magnitude less than those corresponding
to the well prepared ice surfaces resembling type Il P2Cs.

CIONO,(g) + HCI(ads)ﬂ:' Cl,(g) + HNO4(s) (32) Thus, the goal of large-scale first-principles calculations
reviewed here will be aimed at addressing the following

Equations 30 and 31 comprise a two-step mechanism,issues regarding the structure and reactivity of PSCs: (i) The
whereas eq 32 is a single step to form the activgg}l existence of the quasi-liquid layer (type II); (ii) The role of
product!**4Upon examination of the aforementioned mech- the quasi-liquid layer to yield the proposed catalytic activity
anisms, it becomes clear that the role of the interaction of (type II); (iii) prediction of the observed uptake and
HCI with the PSC provides a common denominator. Thus, concomitant reactions of HCl on PSCs (type | and Il); (iv)
there have been numerous experimental and theoreticalexamination of possible heterogeneous reaction mechanisms
studies designed to understand the uptake of HCI and itsleading to C(g) (type | and lI).
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using either the appropriate 2D boundary conditions de-
4.1. Ice scribed in section 2.3 or an adequate amount of vacuum. Of

First-principles research regarding the nature of the clean COUrse, vacuum comes at a price for the plane-wave approach
ice—vapor interfaces has been conduct®d12Static studies ~ (S€€ section 2.3), and the delicate balance of amount of
utilizing periodic HF were performed to examine the relative Yacuum and computational efficiency must be considered.
stability of different proton ordered phases of ice and The aforemenuoned plane—w_ave calculations utilize vacuum
examine surface relaxatidf® This study also carefully ~ fanging from66 8 A_dependl_ng on the type of calculation
examined the role of BSSE and showed that classical models2€ing performed. In light of Figure 5, it is clear that at least
may fall short in describing the proper energetics of 30_/3\ qf vacuum is necessary to converge a 3D calculation
unsatisfied hydrogen bonding (under-coordination) that is Of liquid water. It should be pointed out that the amount of
certainly present at interfacé®. Thus, the use of first- vacuum needed to converge a 3D calculation will be
principles calculations to look at a finite temperature ofice  dependent on configuration. Since the fluctuations of charge
vapor interfaces is established. Both static and dynamic Will give rise to different instantaneous multipole moments,
plane-wave calculations utilizing the CPMD code outlined it Will in general take different amounts of vacuum to
in section 2.1 have been used to study the formation of the Properly screen the two free interfaces. Thus, usibgr2
quasi-liquid layer on the clean iewapor interfacél® In the z_—dlrecnc_)n and 2D boundary conditions as discussed in
these studies, a supercell of hexagonal basal (0001) face of€ction 2.3 is always the safest protocol. The Nddeover
ice Ih, which is thought to be the predominant surface under thermostat was utilized for temperature control over the
polar stratospheric conditions, is considetet.Figure 11 duration of the production rurig® 8
depicts the 32 water molecule supercell being made up of To deduce the presence of a quasi-liquid layer, four first-
four bilayers. Again, as pointed out in section 2.3, there are principles simulations were performed over a temperature
two free surfaces, which must be kept from interacting by range of 196-310 K to investigate the effects of temperature

on the formation of the quasi-liquid lay&# All four

simulations were run for a duration of 1 ps with the fourth

bilayer constrained not to move to better approximate a semi-
Lel infinite slab; thus effectively simulating one free interfa€e.
One of the key findings was that the (0001) surface of ice is
significantly disordered at 190 K. This is in contrast to the
melting point for the 32 atom supercell of the ice surface,
which was estimated to be at 220 K, which is below
experiment! This is in agreement with recent studies where
the critical temperature of BLYP water was found to be lower
by 15% and, invoking the law of corresponding states, also
28 points to a lower melting point than experiméi!82

() Indicators of the onset of surface disordering yielding a
z quasi-liquid layer are borne out when one examines trans-
lational and rotational order parameters for the individual
bilayers (see Figure 11). The order parameters used by Mantz
i et. al were identical to those proposed in a similar study
Lr2 utilizing classical empirical potential8® The findings re-
garding the rotational and translational order parameters using
first-principles interaction potentials were in good agreement
Lr3 with the classical empirical potentials given the caveat of
fe trajectory lengthi® Translational disorder was also quantified
in thez direction by computing average displacements from
the fourth, fixed bilayet!! The results of this calculation
corroborated experimental observations that layer one of
bilayer one becomes disordered at 190 K whereas bilayers
two and three remain ordered. A continuous transition to
complete melting of the supercell was observed as the
temperature was increased. Other indicators of the disorder-
1z ing are gleaned through examination of the radial distribution
Lr8 function (RDF) and mean square displacement (MSD)
performed layer-by-layeit! With use of a reasonable guess
for the normalization of the RDF for the layers, convincing
evidence of a disordered first bilayer is obtained at 190 K
(b) with a first-peak height approaching that of a simulated bulk
Figure 11. Supercell of hexagonal ice. The top panel represents liquid of 32 water molecule¥! The MSD at 230 K also
the basal (0001) plane. The bottom panel is one of the six prism seems to agree very well with a simulated bulk liquid indi-

faces where the four bilayers are visible (i.e., bilayer one is made cating a melt. However, given the extremely short simulation
up of layers one and two). Dotted lines represent hydrogen bondsy;,e “hase results are not definitive because the water

between oxygen (black) and hydrogen (grey). Reprinted figure with . ; .
permissiori()f/?om (Y A )Ivlantz y,:_ ,\% Gi(gge);) L Tp I|V|O|inallgL|j\/|. E]Afl molecule has not even diffused one molecular diameter in 1

Molina, and B. L. TroutJournal of Chemical Physic&/ol. 113, ps. Having said that, the relative difference between the MSD
page 110733. Copyright 2000 by the American Institute of Physics. of the different bilayers at 230 and 190 K clearly point to

Lr2

Lrs
Lr6

P 2a
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the picture of a surface disordering at temperatures less than ;

the bulk melting point. Last, a final simulation was performed v t

to assess the effect of allowing bilayer four to remain fége. FEiA uf_' :
Properties that were affected were the heat capacity (presum-
ably due to the additional degrees of freedom). The effects
of fixing the fourth bilayer on the translation and rotational
order parameter, as well as displacement inzlarection
were inconclusive. In other words, the two free surfaces ?
(bilayers one and four) did not behave identicaHy. ¢ r
However, this is most likely due to the extremely long J
simulation times that are required to equilibrate two free e @ PR
surfaces. This will be discussed in more detail in section 5. ! :

Given the usual caveats of system size, choice of density ; :
functional, and trajectory length, there is certainly strong J : ‘
evidence put forth for the existence of a quasi-liquid layer é@“ 1.3’-
using KS-DFT. The next step is to examine the role of t r
microsolvation of chlorinated species (HCI, HOCI, and 2
CIONQO,) leading to the proposed catalytic activity of the I e
ice surface and the formation of activated(g) via eqs 30 Figure 12. Side view of one of the six prism faces perpendicular

and 31. For studies of mechanisms leading to the activatedto the (0001) basal plane of ice depicting the initial configurations

Cly(g), both dynamic and static studies utilizing plane-wave of two HCI molecules, reproduced from ref 114. The supercell and
and Io'calized orbital schemes have been employed vacuum region are superimposed. Color coding is the same as that

in Figure 11, and Cl is represented by large gray spheres.
Calculations were performed on supercells of the hexago-

nal basal (0001) face of icénlinteracting with HC[-06:107 The results from the KS-DFT study suggest that the
Static studies utilizing localized orbitals within a periodic HCI adsorbed more favorably to sites where more free OH
formulation of HFF>-%4were performed on a & 2 supercell  bonds are present in line with some experimental find-
of ice (as opposed to the2 2 supercell of Mantz et at?) ings4134135while other experiments suggest that surfaces
and focused on understanding the relative stabilities of with a high density of free OH bonds are representative of
molecular versus ionic HCI on the surface of {€&1°7After type Il PSC14184This could clearly be an indication of

BSSE and correlation effects were taken into account, their the microsolvation effects of a cluster of free OH groups
findings indicated that it was energetically favorable to have stabilizing on the CI. Binding energies were also examined
molecular HCI inserted into an inclusion where a single as a function of coveragé? For low coverage (1.4 10
surface water was displacéd.Furthermore, periodic sub-  molecules/crf) the binding energies were slightly higher than
stitution of HCI was favored more than the addition of a for a coverage approaching that of a monolayer (2.80
single HCI molecule leading to the conclusion that coopera- molecules/cr). Although the binding energies for low cov-
tive effects are indeed importalit. Although the energetics  erage were in agreement with cluster models resembling the
of the substituted HCI molecule was not as favorable as thatsurface geometr§£6-107.139.18510 dissociation was observed,
of neat ice surface (differing by 315 kcal/mol) it was  although there was a lengthening of the-&l bond of 7%.
found that the substitution of Cland H" into the surface of The dynamic effects of the adsorption of HCI on the
ice differed by 3.1 kcal/mal?” Thus, these static calculations  hexagonal basal (0001) face of ide has also examined
indicate that the dissociation of HCI to form ionic hydrates \yithin a plane-wave formulation of KS-DF2 Starting from
is most likely spontaneotf§ and can lead to surface sites an gptimized configuration of a HCI above the (0001) face
with exposed chloride and can give rise to novel heteroge- see Figure 12), MD trajectories were performed at three
neous chemistry in line with experimental observatibh$®® gifferent HCI adsorbing sites (1) to deduce the propensity
However, after chloride was inserted into subsurface layers, for gissociation as a function of surface population of dang-
the resulting geometries were unstable leading to the conclu-ji,g OH bonds and (2) to examine the role of HCI on the
sion that chloride will most likely remain on the surface at gjisordering of the ice surface. From this study, it was found
odds with the conclusions using empirical modefs: that spontaneous dissociation of HCI into" land CI is
Static calculations utilizing both H® and KS-DFT4 observed when an HCI molecule is interacting with a surface
were also performed to better understand the interaction ofsite containing two dangling OH bond€.When geometry
ice with HCI. In the KS-DFT study, particular attention was optimizations were performed at intermediate points of the
focused on the role of dangling bonds in promoting the disso- trajectory, it was found that there is a 20 kJ/mol additional
ciation of HCI!* Both 16°61%4and 324 water molecules  stabilization over the molecularly absorbed HE&[14116Con-
were used (Z 1 and 2x 2 supercell). In the KS-DFT study, versely, when HCI is absorbed over a site with only one
surfaces with a different number of free (dangling) OH bonds free OH bond or placed further away from dangling OH
were generated by considering all possible configurations bonds, no HCI dissociation was observétiTo understand
where the hydrogen atoms satisfied the Betikawler ice these interactions, two simulations of a®t and a Cf
rules* Geometry optimizations were performed with the placed on a previously optimized ice slab were performed.
HCI molecule above the surface plane for five different slab One simulation yielded the stable formation of a contact ion
conditions in the KS-DFT study (see Figure 12)Under pair, and the other yielded molecular H&1.The binding
the same conditions that were utilized in the HF study (i.e., energies of the contact ion pair and the molecular HCI com-
16 molecule supercell, one HCI adsorbate, and two dangling pared well to the optimized structure of the H@te system.
OH bonds) results agreed to within 3 kJ/mol indicating that This lead to the conclusion that dissociation of HCI is ther-
different levels of theory give consistent resuits. modynamically favorable under the appropriate conditidhs.
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Another question that can be addressed is the role of HCI
on the formation of the quasi-liquid layer. Recall, that Gertner
and Hynes, employing an empirical interaction potential,
conjectured that dissociation of HCl was spontaneous and
independent of the presence of a quasi-liquid 1&§&which
corroborates the results of the static localized orbital stéidy.
Using the data generated with the dynamical study of HCI
on ice, researchers examined the first peak of the oxygen
oxygen RDF to gauge the effects of surface disordering in

the presence of associated and dissociated HCI. For the cas

of dissociated HCI at 150 K, the oxygeonxygen RDF for
bilayers one and two is similar to that obtained for the neat
ice surface at 230 K2113In the presence of associated HCI,
the oxygemn-oxygen RDF is sharper than that of the
theoretically predicted surface disordering temperature of the

Mundy and Kuo
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clean ice surface at 190 K. Thus, the results suggest that for

high surface coverage of HCI in the presence of two dangling
OH bonds, the disordering temperature is significantly

depressed and extends into the second bilayer. It has beel

conjectured that in larger simulations of the ice with no quasi-
liquid layer present, disordering may be a local phenomenon,
putting this work in agreement with that of Gertner and
Hynes!314

Finally, two detailed first-principles studies of the reactions
given in egs 36-32 were performed reaching very different
conclusiong?19The first study employed the plane-wave
formation of KS-DFT using a 2« 1 supercell where an
additional layer in the direction was added yielding a total
of 24 water molecule¥'° Furthermore, it made use of the
so-called ultrasoft pseudopotentials allowing for a signifi-
cantly reduced basis set cutoff and thus dramatically reducing
the computational expende!®®187|t should be noted the

DAL A
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?_3_-‘!5!0“ ) Q\Z-J'A—‘--,_(

)

Figure 13. Details of the four-step reaction mechanism proposed

structural and dynamical properties regarding liquid water jn ref 110. Color coding is the same as that in Figure 12. Reprinted
using the ultrasoft pseudopotentials are still not under- from Chemical Physics Letter¥ol. 309, Issue 56, Z. F. Liu, C.

stood!#10 This study also utilized a non-gradient-corrected K. Siu, and J. S. Tse, Catalysis of the reaction HBOCI —

functional. In light of the recent work of Todorova et al.,
this could be seen as problemafiftNevertheless, the study

did take place at finite temperature and concluded thatf
reaction eq 31 can take place on the perfect hexagonal basai

(0001) face of h ice without surface disordering utilizing
initial geometries of the HCI adsorbate similar to those in
previous studie$’®112114The reaction was initiated by the
introduction of the HOCI gas molecule to the adsorbing
HCI—PSC complex where the €CI distance was roughly

3 A (see step a in Figure 18 Because of the computational
efficiency of the plane-wave formulation, potential of mean
force calculations were performed utilizing the-@I dis-
tance as the reaction coordinate!®’Each step of the free
energy calculation was performed over roughly-125 ps

of equilibration. The results of this study lead to a picture
where the ice surface interacting with a physisorbed HCI
becomes highly catalyti€® Furthermore, a picture emerges
where the interacting HOCI molecule actually aids in the
dissociation of the HCI molecufé® This view differs from

the previously reviewed studies, which indicate that the HCI
molecule can spontaneously dissociate on the ice sur-
facel0”112The mechanism postulated from this plane-wave
study suggests that upon dissociation of the HCI, the proton
quickly migrates among two to three waters (see step b in
Figure 13) leaving an isolated Clto interact with a
physisorbed HOCI molecule (see step ¢ in Figure'i3jhe

H,O+Cl; on an ice surface, page 335, Copyright 1999, with
permission from Elsevier.

acilitates the formation of water in the last step (see Figure
3)1%The researchers also find that if one increases@|
distance in step b of Figure 13, the formation of molecular
HCI through reverse proton migration is again achie&d.

In stark contrast to the aforementioned findings, a recent
static first-principles study yields a more involved reaction
mechanism when considering the reaction of eq°81.
Furthermore, this study makes reference to the previously
mentioned dynamical study questioning the level of theory
and the proton mobility, which gives rise to the enhanced
catalytic activity'°® The initial condition of this study does
not assume the interaction of coadsorbed species of HCI and
HOCI but rather the interaction of HOCI with an ice surface
is already incorporated with Cland HO™ (see Figure 14)
as described in earlier studi€s.Thus, the sequence of
reactions considered here given (in the notation of ref 108)

(33)
(34)

HCI +ice = Pyq
Poyci T HOCI— Cl, + H,0O + ice
The top bilayer and the side view of the HCI hydrated

surface, R, are shown in Figure 14. More succinctly, these
researchers considered the following hypothetical reaction

formation of Ck(g) and water continues to proceed spontane- mechanism: (1) activation of the surface through proton
ously (see step d in Figure 13). Liu et al. attribute the migration; (2) physisorption of HOCI with formation of a
enhanced catalytic activity to the mobile proton, which H*—(OH)CI-CI~ complex; (3) concerted elongation of the
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Figure 14. Top (B) and side views (B of the chlorinatedPyyc
surface. Oxygen is a small white circle, hydrogen is depicted by a
small black filled circle, chloride is dark gray, and the hydronium
oxygen is light gray. Reprinted figure with permission from S.
Casassa, and C. Pisadpurnal of Chemical Physi¢s/ol. 106,
page 9856. Copyright 2002 by the American Institute of Physics.

O—ClI bond and proton migration toward the molecule; (4)
formation of Ch(g) and HO.1%8 The activatation of the
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again, an upper bound and most likely due to insufficient

sampling of a reaction coordinate(s). In section 6, method-
ologies that allow one to deduce and probe probable reaction
coordinates in complex systems will be reviewed.

It is also of interest to compare the use of different
simulation protocols to the understanding of the initial stages
of the reaction mechanisms put forth in eqs—32. As
mentioned in section 4, there are substantial efforts being
employed using clusters to determine the microsolvation of
halide ions and acid$3 67 As is pointed out by Bussolin
et al.}°¢ many of the quantum mechanical studies of clusters
and halide ions are simply not relevant when compared
directly to the question of adsorption of HCI on PSC. A
notable exception is the work by Clary and co-workers who
directly looked at the interaction of water with associated
HCIl in clusters (ranging from one to three water molecules).
Here full geometry optimizations are performed, and al-
though they do not find ionization to be be spontaneous, the

species in step 1 occurs either via a two-step proton migrationstretching of the HClI bond is found to occut®* Clary and

or via a proton rearrangement to produce a surfagé™™
moiety with a dangling OH% Once the surface has been
activated, the energetics of physisorption of the HOCI is
compared in two scenarios where either the H or the Cl is
in contact with the surfac®® Comparing the energetics of

co-workers also performed a mixed QM/MM calculation
treating two coordinates quantum mechanically (theCH
bond and distance of the HCI to the surface). Given the usual
caveats of computing adsorption coefficients from extremely
short trajectories and a simple reaction coordinate, it was

both these possibilities suggests that direct interaction of thefound that the defects on an ice surface can have a profound

H of the physisorbed species with the activategd®s always

effect on the adsorption of HCI on i¢&16516Although

more favorable. Last, actual reaction energetics were exam-results using zero-temperature optimizations yield the as-

ined that produce the activated,(@)) and water. Reaction
mechanisms were followed through two forms of the
activated R,c;, namely, with proton movement (referred to

as ﬁhyc, by Casassa et &% and with proton rearrangement
(referred to as Ru by Casassa et 9. Both activated

surfaces produced the same generic energy profile suggestin

that reaction with these highly optimized ice surfaces is
energetically costly yielding barriers on the order of-3D
kcal/mol 108

Collecting the differences and similarities of the reviewed
body of work pertaining to ice interfaces is illuminating. First,
there is agreement with all of the studies that HCI will not

sociated acid as the stable state, it might be worth thinking
about relative populations at relevant temperatures of the
associated and dissociated states of the acid complex. A
picture of the effects of microsolvation on acidity could be
a useful concept to help further elucidate the early stages of
he production of activated &b). This has been ac-
omplished within the context of reactive empirical poten-
tials1® Some useful algorithms that may bring us closer to
this understanding utilizing first-principles methods will be
discussed in section 6.

4.2. Nitric Acid Trihydrate

spontaneously dissociate on a perfectly ordered surface of Recent first-principles studies have focused on bulk
ice. The degree that disordering is necessary, either throughNAT,*°* as well as the less atmospherically relevant nitric

the presence of a quasi-liquid layer or defects or even

acid monohydrate (NAM)!® The appearance of first-

catalyzed through other physisorbed species, is still an openprinciples calculations utilizing the KS-DFT method in

question. However, it should also noted that recent XAS

conjunction with ultrasoft PPs on the NAM surface have also

experiments point to a picture where the presence of danglingbeen performed presumably due to its smaller unit cell size
bonds may not play a major role in the sequestering and the(i.e., computationally more tractabl&). This study was

subsequent reaction of HER All of the first-principles

carried out on a 32 atom unit cell, which is far short of the

studies suffer from small system sizes and sampling protocols32 molecule supercell that has been used for the type Il
that are sure to have an affect on some of the conclusionsstudies reviewed in section 4.1. Three calculations were

that have been drawn. This is borne out most clearly in the

performed where a HCI, a CIONQDand a HO molecule

reviewed work on the reaction mechanisms leading to the were randomly placed over the (100) surface of NAWILt
activated CJ(g).1'° The plane-wave study was indeed ambi- was found that all three molecules adsorbed parallel to the
tious by attempting to provide a free-energy surface along asurface at distances ranging from 3.3 to 3.9'ATo test for
prescribed reaction coordinate. However, the choice of this catalytic activity, very short molecular dynamics simulations
reaction coordinate (a simple distance between the twoof 0.5 ps at 190 K were performed throughout which the

relevant chorine atoms) is most likely oversimplified and
thus will only yield an upper bound to the free energy of

three molecules were allowed to move from their geometry-
optimized configurations on the surface. There was no

the actual process. The fact that the reaction was actuallyappreciable differences in adsorbate geometries found leading
barrierless is astonishing, and questions pertaining to the levelo the conclusion that NAM is not a catalytic surfdéé.

of theory employed must be taken seriously. Conversely, the However, it is not clear that results gained from NAM
static HF study, although detailed, completely misses the surfaces will transfer over to NAT. Furthermore, large-scale

relaxation of relevant degrees of freedom at a target

studies of NAT surfaces are also hindered because there is

temperature and cannot produce a true free energy. Thusno known classical empirical interaction potential to study

the seemingly insurmountable barrier of-380 kcal/mol is,

bulk crystalline NAT, and no experimental consensus of the
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structure of HCI on NAT surfaces has been determitéd. has, in part, led to a recent surge of pioneering scientific
Thus, it is absolutely necessary to use a first-principles investigations within the chemical physics community to
interaction potential as a first step in the understanding of develop new surface-sensitive experimental techniques over
type | PSCs. To this end, a detailed static and dynamical the past 2 decadé36:196206 Recent experimental findings
study based on the plane-wave formulation of KS-DFT of have revealed unexpected molecular structure and electronic
the NAT—vapor interface and its interaction with HCl has distribution present at liquidvapor interface§296:196206 |n
been performed on a 112 atomx11 x 2 supercellt? turn, these sophisticated techniques lead to a new challenge
To proceed, the determination of the thermodynamically of connecting the results of these state-of-the-art experiments
favored low index faces needed to be selected. To this end,to the desired information on the microscopic properties of
optimizations were carried out on six different low index these liquid-vapor interfaces. Thus, the aforementioned
facets, namely, the (100), (100), (010), (010), (001), and experimental findings have stimulated a new realm of
(001). The surface energy of the (001) face was found to be computational investigations whose central objective is to
the lowest, suggesting that this face will be the most relevant elucidate the structural, dynamic, and electronic properties
to conduct detailed studies of the atmospherically relevant of these important interfacial systems.
over the (001) interface of NAT, the relevant binding sites yapor interface were performed 420 years ago employing
and geometries were determinédlit was found that 18 = empjrical pairwise additive potentials (Lennard-Jones and
configurations produced a binding energy of at least 4 kJ/ coulomb interactions with fixed charges) as a model for
mol, but only one configuration produced a binding energy jiquid water207-2% These studies were the first quantitative
of 27 kJ/mot' typical for adsorption energies on type Il cajculations providing both structural and thermodynamic
PSCs\?®1214 This could be seen as an indication that jnformation about this important system. Although these MD
“HNOg-rich” NAT does not sequester as much HCl as type stydies pre-date the advent of surface-sensitive spectroscopies
the greatest affinity for HCI involves an interaction with a provided a template on which all subsequent MD studies
NOs™ ion, and the possibility of interacting with at least one \yere pased, which has been covered in section 3.

dangling OH bond of a nearby watéf.Indeed, there are . . . . .
Starting 10 years ago, pioneering spectroscopic investiga-

also two NQ_ surface sites that would allow for the tions, using SFG technique, have provided an experimental
simultaneous interaction with two dangling OH bonds. When =~ - 9 ) que, P perime
picture of the detailed structure of the neat aqueous liquid

two trial configurations were optimized (HCl in the presence . . .
of one and tV\?O dangling OH bponds) it(vvas found Ft)hat even Vapor interface2% 2% These experiments pointed to
' structure at the interface being very distinct from the bulk.

with the additional hydrogen bond formed with"Cthe two Two features in the spectra of these early experiments are

ts;;)ees nvgrgg;gl&equal in enefglin contrast to studies on noteworthy. First, a sharp peak-a8700 cm? indicates the

presence of dangling hydrogen bonds at the interface. The
second is a pronounced shoulder attached to the prominent
peak at~3400 cn! present in bulk liquids that indicates
the presence of a different hydrogen bonding arrangement
at the surface. These SFG surface spectra of the neat-+quid
vapor interface provided concrete ddgg®2% that were
amenable to a direct comparison with data obtained from
MD simulations?'%21This MD study qualitatively elucidated

the spectroscopic signals for both the existence of dangling

interacting with a single dangling OH bond produced OH bonds and the alternative hydrogen bonding arrangement

dissociation and subsequent reassociation of the HCI H8nd. at the surfa(?e. ) o .

To further test the reliability of the dynamical results, ~ Although it appears that classical empirical interaction
configurations were generated based on the geometry_potentlals for water parametrized to reproduce bulk structural
optimized interactions of HCI with one and two dangling Properties seem to perform well in the vicinity of the liqtid
OH bonds where HCI was dissociated. In all cases, after vapor interface, despite that the structural properties are
geometry optimizations were performed, it was found that adequately reproduced for water, the thermodynamic proper-

the HCI remains associated at the (001) surface of NAT. ties, such as surface tension and phase equilibria, indicate a
deficiency in fixed-charge empirical models. Thus, a sub-

5. Liquid —Vapor Interfaces stanti'al amount of effort direptec_i at developing water models
that incorporate the polarization present at the aqueous
Agqueous liquid-vapor interfaces can also play a role in liquid—vapor interfac&:*¢Moreover, additional experimental
determining the chemistry that can occur in the troposphere.investigations on neat interfacial systems have led to further
The relevant heterogeneous chemistry that can occur in thecharacterization of liquigtvapor interfaces and highlight the
troposphere has been recently reviewed by Finlayson!itts. need for more accurate modé&€5196.197As alluded to in
Although the understanding of the bulk phases of hydrogen- section 3.3, XAS investigations have recently been carried
bonding fluids is far from complete, the scientific impetus out on both bulk and interfacial syste¥s%:19.197 The
to understand these systems in more complex environmentgesults of these studies have challenged the conventional view
is far reaching. Furthermore, elucidating heterogeneousof the structure of both bulk and interfacial water. The XAS
chemistry in the presence of an inorganic electrolyte and results on bulk liquid water have produced a picture of a
resolving the discrepancy in the mass accommodationfirst solvation shell that remains controversia Studies
coefficients for gases at the watair interface is of of liquid microjets consisting of neat water or methanol
paramount importance in atmospheric scieht®&:1% This produced strong evidence for different types of surface water

To determine the fate of the adsorbed HCI (i.e., whether
it remains associated or dissociates), molecular dynamics
calculations were performed from the optimized configura-
tions with one and two dangling OH groups interacting with
HCI. The dynamics of the HCl interacting with two dangling
OH groups produced a final configuration where the HCI
was not interacting with either of the dangling OH bonds
and was adsorbed perpendicular to the (001) interfékce.
Dynamical simulations from the geometry-optimized HCI
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molecules at the liquidvapor interface8%°6.1%6.197Fqor the

neat aqueous interface, an “acceptor-only” surface moiety
is proposed wherein both hydrogen atoms of a surface water
molecule extend out of the liguitlas opposed to the well
recognized “single-donor” water for which only one hydro-
gen is dangling%-202212This finding is qualitatively different
from earlier surface descriptions based on data obtained from
SFG experiments. However, the sensitivity of this par-
ticular measurement to distinguish between acceptor-only and
single-donor species may not be adeqdt&he XAS mea-
surements are sensitive to the precise nature of the solvating
environment around a reference oxygen, whereas the SFG
signal is sensitive to changes in vibrational frequencies

produced by different hydrogen bonding environments.
Extended X-ray absorption fine structure (EXAFS) experi-
ments were also used by Wilson et®alto characterize

Figure 16. Side view (along) of the initial (left) and final (right)
configuration of a 32 water molecule aqueous ligtNv@por
interface using a 2D screening function withx L x 2L (blue
bounding box). After 5 ps of CP-MD, note the presence of a well-

liquid—vapor interfaces of water and methanol. The most gefined interface. All CP-MD simulation parameters are identical
intriguing finding for these neat systems is an outward to those in ref 215.

surface relaxation (expansion) of6% for the aqueous

liquid—vapor interface whereas they find an inward relax- screening function, but there is a clear layering effect, pre-
ation (contraction) of~5% was observed for the neat Sumably due to the lack of a stable bulk region within the
methanol interfac&197 This outward relaxation for water 32 water liquid-vapor interface. Recall that the simulations
could be related to charge rearrangement due to the unsatisoutlined in section 4 also contained on the order of 32 waters
fied bonding in the vicinity of the interface. To capture the to describe the solidvapor interfacial system. In these cases,
fundamental physical chemistry revealed by the recent X-ray One is able to constrain a layer to the bulk crystalline condi-

data?3:95:96.196.197.20fhe inclusion of many-body polarization

tions to mimic interaction with a converged bulk material.

effects in an unbiased manner through the use of first- Unfortunately, when liquietvapor interfaces are simulated,

principles interaction potentials is thus imperative.

A first attempt at using KS-DFT based methods to
elucidate the aqueous liquidiapor interface was performed
using 32 water moleculed? Although this study provided

no such protocol can be applied, and having a fully stabilized
bulk region is imperative for a stable simulation. Thus, it is
clear thatbothboundary conditions and system size will play
a role in simulating a stable liquievapor interface.

interesting observations of surface moieties, the effects that Through the recent availability of tera-scale computing at
small system size and boundary conditions can have on theLawrence Livermore National Laboratory (LLNL) and the

outcome of this simulation need to be addressed. Figure 15excellent scaling properties of CPMD?¥* a stable aqueous
liquid—vapor interface with first-principles interaction po-

tentials is now possibl#+?'5This calculation was performed
on 216 water molecules at 300 K in a simulation cell of
dimension 15 A by 15 A by 71.44 A (see Figure 17). The
decoupling of the periodic images was performed with
methods outlined in section 2.3. The distance between the
two free interfaces in the direction was approximately 35
A, indicating that there should be roughly-%0 A of bulk
water. The initial configuration was obtained from classical
molecular dynamics after an equilibration period of 100 ps
at 300 K. After the initial wave function optimization, CPMD
was performed for 7 ps. The simulation was performed on
the 11 teraflop Multiprogrammatic Capability Resource
(MCR) Linux cluster at LLNL (see http://www.top500.0rg)
utilizing a total of 1440 CPU%*5The simulation parameters
were chosen to ensure adiabaticity through out the MD

Figure 15. Side view (along) of the initial (left) and final (right)
configuration of a 32 water molecule aqueous ligtnghpor

interface using full periodic boundary conditions with a supercell _; ‘32215 P . 180
of L x L x 2L (blue bounding box). After 5 ps of CP-MD, note simulation3?215A Nose—Hoover chain thermostdt 180 was

the loss of a well-defined interface. All CP-MD simulation attached to every degree of freedom to ensure proper
parameters are identical to those in ref 215. The supercell is thermalization over the MD trajectory. This brute-force
superimposed in blue. approach to thermostating was needed to ensure that a stable
liquid—vapor interface was achieved. In principle, over a
shows the initial and final configuration of 32 waters of a long enough trajectory, there will be a proper mixing of all
liquid—vapor interface using full 3D periodic boundary the degrees of freedom to ensure that the entire interfacial
conditions. As one can see, after 5 ps of MD, the final con- system reaches the desired temperature. Because of the
figuration is not a stable liquidvapor interface. The issue, relatively short trajectories afforded by first-principles MD,
whether boundary conditions or system size, can be addressedithout proper temperature control, there is the potential for
by performing the identical calculation with the 2D screening the region in the vicinity of the interface to be significantly
potential that was derived in section 2.3. The outcome of hotter than the corresponding bulk region.
this simulation is depicted in Figure 16 and shows marked The postprocessing of the electronic structure was per-
differences from Figure 15. In Figure 16, the interfaces are formed with CP2Ke (see section 2.2) by averaging 15
well defined and stabilized by the presence of the 2D- configurations over the last 4 ps using the QUICKSTEP
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Before one can proceed with analyzing the liguicpor
interface for novel hydrogen bonding moieties and reactivity,
there must be some effort toward showing that one indeed
has a stable interfacial system. This is most easily done with
the computation of a density profile. Figure 18 depicts this

1.5 T T

Density [glcmB]

0 ) 20

Z[A]
Figure 18. Density profile for the 216 molecule agueous ligtid
vapor interfacé!® Statistics were gathered over the last 4 ps of a

7 ps run, andz = 0 corresponds to the center of the interfacial
slab.

profile, and it indeed suffers from lack of convergence. This
is not due to a frozen interior region as can be gleaned from
the examination of the orientational relaxation indicating that
the librational peak for a hindered rotation is in good
agreement with bulk studie$ The lack of smoothness can

be explained by recalling that density profiles sample a
discrete representation of space, and thus much longer
trajectories are needed to obtain a smooth, converged density
profile. We can also compute the volume of each individual
water molecule as a function of its continuous spatial
coordinate by utilizing Voronoi polyhedfd®2"This profile

is depicted in Figure 19, along with the standard deviation

Figure 17. Side view (alongg) of the supercell of the 216 water
molecule aqueous liquievapor interfacé!® The supercell is —

superimposed in blue. oL m;- /
wF

80 ~r—————————T—————T————

£ 40f
package in conjunction with the gradient-corrected BLYP 5. F
functional?®4°dual-space psuedopotentdiland a tripleg z '0;'
plus double polarization (TZV2P) basis set for the valence O
states. 15f

Table 2 gives the extrapolated CPU years for a 10 ps
trajectory using the methods discussed in sections 2.1 and
2.2. It is clear that the hybrid method discussed in section

Stddev [A%]
N s E

2.2 performs very well for large interfacial systems. %0 -15 Z—;OAI -5 0

Table 2. Extrapolated Total Number of CPU Years Required To Figure 19. Plot of the Voronoi volumes (top) and their standard

Generate a 10 ps Trajectory Using a 0.097 fs Time Step with a deviations (bottom) for the 216 molecule aqueous liguielpor

Cutoff of 85 Ry and a 0.48 fs Time Step with a Density Cutoff interface?! The red horizontal line is at 29.9%Anolecule indicating

of 280 Ry for CPMD and CP2K Benchmarks, Respectivey a density of 1 g/ci Statistics were gathered over the last 4 ps of
CPMD/CP2K a 7 ps run, anad = 0 corresponds to the Gibb’s dividing surface.

. of Ik interf . . . .
no. of O bu Interface of the volumes as a function of the interfacial coordinate. It

gi 8-53;8-83% i’-ggg;g-%‘z is clear that Figures 18 and 19 contain the same information.
: ' ' ‘ However, the salient feature of the Voronoi plot is that the
128 2.739/0.3527 6.392/0.5927 . C
_ _ ] ~signature of a stable bulk region is apparent when average
“ The density for the bulk simulations was set at 1.0 g/mL, while yolyme/molecule as a function of the interfacial coordinate

for the simulated interfacial systems, the length of the supercell was ; ; : ;
set withX = Y = 2/2 to simulate the cost of a converged 2D periodic 1S examined. Figure 19 also corroborates the result obtained

calculation (detailed discussion in section 2.3). The amount of CPU DY ex_amining the density profile in Figure 18, that the natural
years was extrapolated from a benchmark performed over four CPUsdensity of BLYP water may be less than 1 gfcit? One

for the 32 and 64 kD test systems and 16 CPUs for the 12§0H also observes that the standard deviation of the Voronoi
system where each CPU is an Intel Itanium2 running at 1.4 GHz. The y,5|umes in Figure 19 begins to increase well before the
simulation parameter can be found elsewffére. Gibbs’ dividing surface defined here as the point where the
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density becomes half of the bulk value. This is an indication Table 3. Comparison of the Acceptor-Only Populations of

that there may be surface relaxation in the vicinity of the Various Water Models®

liquid—vapor interface. Because even 7 ps (let alone the 1
ps trajectories reviewed in section 4.1) is not enough time

percentage of acceptor-only

to observe the identical average behavior of both free
interfaces, all interfacial properties in this study are averaged

over both free interfaces. To further corroborate the presence

of surface relaxation, the average oxyg@xygen distance
in the bulk and interfacial regions can be computed using
the minimum of the oxygenoxygen RDF as a distance
cutoff (see Figure 20). The interior region of the interface

' ' ' L
0 4

r(Al
Figure 20. Oxygen—oxygen RDF ¢oo) of the interior of the 216
water aqueous liquidvapor interfac&® (red) and a 64 water bulk
simulation of liquid water simulated under the conditions in ref 32
(black).

has an average oxygeoxygen distance of 2.93 A in
contrast to 2.96 A in the vicinity of the interface. From this
analysis, in addition to surface RD¥*sthat were computed,

method surface water molecules at 300 K
TIP4pP46 12
TIP4P-fcf 13
TIP4P-po? 7
BLYP44 19
expt b

a Hydrogen bond parameters are identical to those found in ref 215.
The classical empirical interaction potentials were simulated with Monte
Carlo sampling utilizing 1600 atoms in a 30 A 30 A x 100 A
supercell? Not applicable.

between the acceptor-only and single-donor moieties. How-
ever, recent theoretical analysis of the SFG spectrum has
found a spectroscopic signature for the so-called surface
“wagging” mode, which is analogous to the acceptor-only

species?

A first-principles trajectory also offers a glimpse into the
reactivity of this important system. An analysis needs to be
performed that allows one to look at the frontier orbitals (i.e.,
the highest occupied molecular orbital (HOMO) and lowest
unoccupied molecular orbital (LUMO)) of a particular
molecule as a function of the slab coordinate. Although the
KS states will give us the frontier picture that we desire,
there is no way of associating a particular electronic state
with a molecule and hence of defining its energy. In section
3.1, we describe a way of partitioning valence charge with
the use of WF319220Although WFs can be computed, they
are not eigenfunctions of thidks and thus cannot be used
for a frontier analysis. However, we can projédts into

it is clear that there is a strong signature for a positive surfacethe WF basis,

relaxation in agreement with recent experiméfts.

The effect of the density of the interior of the interfacial
slab being less than 1 g/énis manifest in the RDFs shown
in Figure 20. It is clear that the first and second solvation
shells are identical to a KS-DFT calculation of 64 waters at
a fixed density of 1 g/cfj leading to a conclusion that 10%
change in the density does not significantly distort the liquid
structure?!®

Given the usual caveats of system size and trajectory
length, it is apparent that it is possible to stabilize an aqueous

liquid—vapor interface with first-principles interaction po-
tentials. It was alluded to earlier in this section that XAS

experiments on interfacial water have detected the acceptor

only hydrogen bonding moiety. Given an MD trajectory, it
is now possible to classify and count hydrogen bond
populations at the interface. This procedure can be done usin

a reasonable definition of a hydrogen bond, and indeed, finite

populations of both single-donor and acceptor-only moieties
are presentt#2> However, this should not come as a
surprise; given that the configuration of the acceptor-only is
not energetically forbidden, there will be some finite popula-
tion. This is borne out in Table 3, where the acceptor-only
populations are listed for a variety of classical empirical
potentials and compared to the first-principles data using the
hydrogen bond definition as suggested by Modig et*&l.
and used by Kuo and Mundy? Clearly, the presence of a
certain amount of acceptor-only hydrogen bond populations

Hi\jNF = ZU;@Uijirj(s (35)

and rediagonalize subblocks ld{yr containing the states that
belong to a particular molecule (see Figure 10) to obtain
eigenvalues for each molecule. These eigenvalues are the
so-called molecular states and can be used to construct
HOMOs of individual molecules as a function of their
chemical environment (in this case the distance from the
Gibbs’ dividing surface).

Using this methodolog¥}” we can plot the HOMO and
dipole moment (see section 3.1) of each water molecule in
the aqueous liquidvapor interface as a function of the
interfacial coordinate. This is shown in Figure 21, and it

g]ndicates a trend toward higher reactivity and lower dipole
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is not dependent on the underlying model to represent water.
Itis of interest t_o n(_)te that the.sur_face IR spectrum g%r; also molecule aqueous liquivapor interface. Decrease in dipole
be computed yielding the distinctive peak at 3700 _moment as one approaches the interface was also found by Dang
Although this surface IR verifies the existence of dangling et. al using polarizable empirical interaction potentfafggain, z

OH bonds at the liquigtvapor interface, it cannot distinguish = 0 denotes the center of the interfacial slab.

Figure 21. Dipole moment and molecular states of the 216
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down a precise reaction mechanism within a dynamical
framework (with the exception of the mechanism for, Cl
production put forth in section 4.1). This is in part because
all of the first-principles-based studies did not aim to sample
a reaction coordinate. Moreover, in the case of the liguid
vapor interfaces, further complications are introduced because
of the relatively high diffusivity of the reactive species (such
as ions), and one is not able to invoke symmetry to reduce
the size of the system. One question that could be asked is
whether the extremely short MD trajectories or zero-
temperature electronic structure studies of semi-infinite
systems are needed for deducing the mechanisms of atmo-
spheric processes. In our opinion, the use of the semi-infinite
system likely produces the correct interfacial structures that
could be related to the observed enhanced reactivity (e.g.,
the presence of a quasi-liquid layer and the presence of more
reactive states). However, the largest barrier to overcome to
capture chemically relevant phenomena is the sampling of
the complicated intermediate states, as well as the unbiased
treatment of the interface that is postulated to undergo
significant structural changes during a reaction. Both of these
issues conspire in a way to make the sampling of these
unknown reaction pathways extremely difficult, if not
computationally prohibitive. Thus, in closing we will offer

a review on treating rare events on a sound statistical
mechanical basis that when combined with the first-principles
methods outlined in section 2, could make the study of
reaction mechanisms that take place in the vicinity of an
interface tractable.

6.1. The Treatment of Rare Events

Figure 22. The KS HOMO (left) and LUMO (right) of the 216 Understanding chemical reactions in complex environ-
water aqueous liquidvapor interfacé!® The results indicate ~ ments (such as interfaces) will most certainly utilize a
that the aqueous surface is reactive to both excess protons an&ombination of smart sampling methods and fast electronic
electrons. structure algorithms to gain insight into the free energetics
hat give rise to the observed phenomena. This is already
orne out in a pioneering study of the heterogeneous
oxidation of CO at the Ru@surface using the combination
of DFT and kinetic Monte Carlo (kMC¥* Here the so-called
“first-principles KMC” extracts all the energetics of the
elementary processes using first-principles methods and uses
6. Conclusi dF Directi KMC to deduce the statistical mechanics. The result is the
- Conclusions ana Future Directions full characterization of an open system where gases come
In summary, it is clear that the use of first-principles in contact with the surface, undergo a chemical reaction, and
techniques for tackling the difficult problems associated with are then transported away. This method relies on the ability
heterogeneous environments is an emerging area withto enumerate important chemical reactions. Another feature
immense potential. Atmospherically relevant interfaces of the first-principles kMC is that it does not require large
(whether it be a PSC or an aerosol) pose many unanswered¢omputational resources. It should be noted that open systems
questions pertaining to reactivity that can be addressed withcan be treated entirely within the framework of a first-
the use of the sophisticated models that have been reviewedrinciples interaction potential in conjunction with the Gibbs’
here. It should now be clear to the reader that the methodsensemble Monte Carlo to study phase equlibtd®?How-
for electronic structure calculations, outlined in section 2, ever, these studies required enormous dedicated computer
are well suited for accurate and efficient studies of interfacial resources and thus make a reactive version of this algorithm
systems. Moreover, with the development and further use a computational grand challenge. Even with the combination
of hybrid methods to solve electronic structure problems, of first-principles interaction potentials and a kMC algorithm,
researchers will not have to rely on supercomputing hardwareone still must provide accurate chemical barriers, which
that is currently present at either supercomputing centers orpresupposes some knowledge of the reaction coordinate to
national laboratories. Having fast electronic structure soft- sSample. However, it is clear from section 4 that the reaction
ware suites that are publicly available should allow for rapid mechanism for heterogeneous reactions is still unknown.
development of this important area of research. Thus, the use of rare-event methods utilizing first-principles
One positive aspect that is true among all of the studies interaction potentials is well justified.
covered in this review is the careful examination of the It is known that MD simulation on its own is very
theoretical findings in the framework of known experimental inefficient in sampling the free energy surface (FBE®},),
findings. Another common thread was the inability to pin due to the limited simulation time and high energy barriers.

moment as one approaches the interfacial region. Last, Figur

22 depicts the HOMO and LUMO obtained via the KS states

and shows for this particular snapshot that the interface is
reactive to both excess protons and excess electrons, cor
roborating the molecular states analysis.
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Moreover, first-principles simulations suffer even more lo — a’|2
because the computational cost is even higher. This is very VieidSE) = ZW exg——— (37)
problematic since one of the main advantages of using first- T 200°

principles interaction potentials over classical empirical

potentials is the ability to look at bond formation. One Though this biasing potential can be of any form, Gaussians
common method for addressing the time-scale issue forare chosen because of their ease of implementation and
sampling the FES with high energy barriers between local derivability with respect to the height and widtw@nddo,
minima is through the use of umbrella sampling in conjunc- respectively), which are the parameters that determine the
tion with constrained M3??7??* In an umbrella sampling  accuracy and efficiency of how one samples the FES. As
scheme, one first needs to identify a reasonable reactionthe simulation proceeds, the aforementioned procedure is
coordinate to sample. Once the reaction coordinate is chosenrepeated anlex(r t) evolves according tWmeSt). Eventu-
constrained MD is performed at regular intervals along the ally the biasing potentialVmedSt), Will converge to the
reaction coordinate yieldiny independent simulations. The negative of the actual FEX3.244
weighted population from the constrained MD simulationis  Eor more complex systems, metadynamics has also been
then pieced together using a weighed histogram analysisshown to generate an equivalent FES when compared to
method (WHAM)#22-224 umbrella sampling® and the errors associated with a
Through an umbrella sampling scheme in conjunction with particular selection dfV anddo are well characterizetf3244
WHAM, a FES can be constructed. However, there are Furthermore, once a FES has been mapped out using a
drawbacks to using such a procedure. In particular, for a variety of different collective coordinates, an effective 1D
given system where a single one-dimensional reaction parametrization can be constructed to take advantage of the
coordinate is knownN multiple independent simulations accuracy of traditional umbrella sampliftf. It should be
must be carried out using a biasing potential spaced outpointed out that a true transition state can only be identified
equally along the reaction coordinate. In the case where theafter the initial and final states are characterized and
reaction coordinate and FES must be described in two trajectories are harvested with the transition path sampling
dimensionsN? independent simulations must be carried out. method??® Thus, transition path sampling, in conjunction
To alleviate this unwanted scaling with the number of with efficient dynamical schemes to find transition state
reaction coordinates, there have been many methods in thecandidates, are powerful and efficient methods that can be
recent literature aimed at dynamically sampling rare used with the methods outlined in this review to unravel the
events??>-230 Most of these methods alter the dynamics to complex mechanisms that occur on atmospherically relevant
efficiently sample the configuration spa&.23° However, aqueous interfaces.
to obtain the correct rates for the rare event of interest,
transition path sampling is the method to be empldféd. 7. Acknowledgments
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